New anti-jamming technique for GPS and GALILEO receivers using adaptive FADP filter
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Abstract

Anti-jamming techniques to improve global positioning system (GPS) receiver’s robustness have been mainly developed in military applications. None of civilian techniques can procure sufficient robustness against occasional or intentional jammers for civil GPS or GALILEO navigation receivers. The amplitude domain processing (ADP) filtering is a technique based upon Capon works and Neyman–Pearson theory. Several experiments concerning the ADP filtering have been considered at the 3DETSNAV division of LACIME laboratory at École de Technologie Supérieure (ETS), which have proved that the technique is reliable in order to eradicate powerful interference present in the spread spectrum signal. However, the results show that the ADP filter has a real limitation when submitted to multiple interference scenarios. This paper shows that working in the frequency domain is more efficient because jamming signals added to a white Gaussian noise are easier to detect and to attenuate when represented in the frequency domain. The present paper gives mathematical elements to complete the ADP theory in the frequency domain and presents the performances of an ADP in the frequency domain (FADP) filter simulated in a Matlab Simulink environment. The filter is tested with a signal composed of a GPS C/A code (Gold sequence) drowned in a white Gaussian noise in presence of one or several additional jammers (CWI, PWI, chirp). Several analyses are made upon the filter output (signal to noise ratio, attenuation and power spectral density measurements). The results of the analysis show that the FADP can eradicate any kind of jammers of 20 dB above white Gaussian noise. Correlation losses are measured; they are always under 0.5 dB. In the presence of one or two jammers, the performances of the FADP filter are better than those of the ADP filter. The FADP filter
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can procure up to 20 dB processing gain with a maximum of 10 dB loss on SNR in worse jamming scenario. When the number of jammers increases, the performances remain convenient, whereas the time-domain ADP filter becomes unable to be effective. In this paper, measurements are made with a number of jammers up to 15.
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1. Introduction

Interference perturbations are of real concern for navigation systems. In the case of low-power interference, anti-jam techniques are not always necessary because of spectral spreading, currently used in navigation systems, which will significantly attenuate the effect of the jammers. But as soon as the power of the interference becomes more important, it is really useful to appeal to anti-jam techniques. Reference [1] gives a thorough study of the impact of jamming upon the capacity to detect the correct information with a global positioning system (GPS) receiver. Nevertheless, for the last twenty years, only few anti-jamming techniques were developed and implemented in GPS receivers in order to improve data detection, except for military applications. Pre-correlation techniques, used before the stage of correlation, and post-correlation techniques used to improve the signal quality after the correlation stage can be distinguished. Several of them are evocated in [2].

Adaptive radiation chart antenna or fixed bandpass filtering can be considered in a receiver before the correlation stage and may eradicate interference in far frequencies. In multi-standard receivers capable of receiving both GPS and global navigation satellite system (GLONASS) signals, these techniques have some difficulties to detect jammers whose frequency ranges are located between the GPS and GLONASS bands [3]. Other pre-correlation techniques perform better results, like the use of an automatic gain control (AGC) with an adaptive analog digital converter (ADC), as presented in [4]. One can also mention digital techniques to reject interference in the frequency range of the useful signal. They have the capability to be used at low cost with some minor modifications and high efficiency. For example, adaptive spectral filtering consists in detecting interference peaks in the signal spectrum and inserting at the exact location of the jammer a stopband filter in order to attenuate the main power of the signal. Another example is the Piranha filter, composed with a succession of adaptive notch filters which has been the target of a thorough study in [2,5].

Numerous techniques of post-correlation can also turn out to be useful to reject wide band Gaussian interference. The extended range correlator, presented in [6,7], maintains the code synchronization when tracking loop errors exceed values that can be tolerated by a standard correlator.

The amplitude domain processing (ADP) is based upon Capon works [8] and Neyman–Pearson theory [9]. This technique is fully adaptive and completely digital, allowing easy implementation and high efficiency when jammers are located in the useful signal band. Unfortunately, very few papers are devoted to ADP filtering, which has proven to be a reliable technique to eradicate powerful interference applied to a spread spectrum signal.
Reference [7] presents the results obtained in experiments on GPS P code, while Refs. [6,10,11] show simulation results on coarse/acquisition (C/A) GPS code. But the main drawback of ADP filtering, as shown in [7,11] is the incapability to resist to scenarios having more than two simultaneous interferences.

Indeed, the ADP filter is really transparent to white Gaussian noise and to spread-spectrum navigation signals, by the same way allowing no deterioration of those signals. For example, when 3 or 4 different jammers are present in the spectrum, the resulting probability density function (PDF) tends to a Gaussian characteristic. Consequently, a temporal ADP filter becomes unable to differ multiple interference from Gaussian noise. Because most of interference is concentrated around a specific frequency range, the digital signal processing in the frequency domain will be more efficient. Multiple interference will be easier to detect because its spectrum is completely different from the white Gaussian noise spectrum. Thus, after briefly reminding the principles of the ADP theory, this paper presents the differences between the spectral and the temporal ADP theories. Then the whole structure of the ADP in the frequency domain (FADP) filter and the way it can be inserted in a standard GPS receiver will be presented in detail. The last part of this paper is aimed to expose the performances of the FADP filter and to compare the results with those obtained using a temporal ADP filter.

2. Theoretical basis of the FADP filter

The ADP technique is based upon Capon work [8] and statistical theory of Neyman–Pearson [9]. The main objective is to evaluate a probability ratio \( \Lambda(g) \), as function of the samples of signal \( z(t) \), as statistically demonstrated in [12]. The presence or the absence of the signal is determined by comparing this ratio to a decision threshold \( \mu_N \) (see Fig. 1).

This method is optimum insofar as the error probability (the probability to detect a signal whereas there is no signal or not to detect a signal whereas there is one) is minimized.

First, the ADP filter theory will be elaborated. For more details, the reader could refer to [11,13,14]. Then, mathematical developments will be performed for the spectral representation version of the ADP.

2.1. Elaboration of the ADP theory

The basis of this section can be found in [11], where some further elaborations have been considered. The same notation for the GPS signal application will be used in all this
The signal captured by the GPS receiver can be written as following:

\[ z(t) = r(t, \theta) + w(t), \]

where \( r(t) \) is the modulated information, \( s(t) \) is the useful data, and \( w(t) \) is a white Gaussian noise including potential interference. The detection problem is to decide between \( z(t) = r(t, \theta) + w(t) \) and \( z(t) = w(t) \), when the signal is absent.

After extraction of the base band quadrature components, the detection problem is to decide between \( x_i = s_i \cos \theta + n_{xi}; \ y_i = s_i \sin \theta + n_{yi} \) and \( x_i = n_{xi}; \ y_i = n_{yi} \).

Let \( f_{nn}(x, y) = \sum_{i=1}^{N} f_{nn}(x_i, y_i) \) be the input PDF of \( z(t) \). It can be shown that this function is equal to the noise PDF. According to [13], the optimal probability ratio evoked in Fig. 1 can be written as following:

\[ \Lambda(w_x, w_y) = 1 \left[ \frac{1}{N} \sum_{i=1}^{N} s_i \frac{\partial f_{nn}(x_i, y_i)}{\partial x_i} f_{nn}(x_i, y_i) \right]^2 + \left[ \frac{1}{N} \sum_{i=1}^{N} s_i \frac{\partial f_{nn}(x_i, y_i)}{\partial y_i} f_{nn}(x_i, y_i) \right]^2, \]

for a \( N \)-sampled complex signal, where \( x \) and \( y \) represent the real and imaginary parts of the signal \( z(t) \), \( w_x \) and \( w_y \) are the real and imaginary parts of the noise \( w(t) \) and \( s_i \) represents the samples of the signal \( s(t) \). This formula, represented in Fig. 2 (see [13]), can be easily used in a conventional receiver to achieve its optimum form. Equation (3) has been obtained by making use of the small-signal assumption and by using an expansion of \( f_{nn} \) in a Taylor series around the values of the received data \( (x_i, y_i) \).

The drawback of the representation (3), while optimum, is that it is necessary to apply a non-linear function upon the two channels \( I \) and \( Q \) (in phase and in quadrature, respectively), which doubles the required resources. Moreover, we need a perfect knowledge of
Fig. 3. Theoretical and simulated $f_n(r)$ of a white Gaussian noise ($N = 2048$).

the joint $I$ and $Q$ noise PDF and fast hardware to compute twice partial derivatives. According to [14], it is possible to work in polar coordinates, because noise and signal carrier are not synchronized. Hence, the probability ratio (3) becomes

$$\Lambda(w_x, w_y) = 1 - \frac{1}{N^2} \sum_{i=1}^{N} \left[ s_i g_r(r_i) \right]^2 \left[ \left( \frac{x_i^2 + y_i^2}{r_i^2} \right) \right] = \frac{1}{N} \sum_{i=1}^{N} \left[ s_i g_r(r_i) \right]$$

(4)

where

$$g(r_i) = \frac{\partial}{\partial r_i} \left( \frac{f_n(r_i)}{r_i} \right) = \frac{\partial}{\partial r_i} \ln \frac{f_n(r_i)}{r_i}$$

(5)

With this amplitude representation a new non-linear function $g(r)$ is introduced, where $f_n(r)$ is the radial PDF of the useful signal amplitude $r$. In the absence of interference, $f_n(r)$ is a Gaussian distribution because a Gaussian noise has a circular symmetry and its phase is uniformly distributed. The relation between both representations of PDF $f_n(r)$ and $f_{mn}(x, y)$ (polar and rectangular representations, respectively) is:

$$f_n(r_i) = 2\pi r_i f_{mn}(x, y)$$

(6)

For a white Gaussian noise, $f_n(r)$ has a Gaussian shape as shown in Fig. 3, where the theoretical and simulated values are presented. The theoretical curve has been obtained by using the corresponding mathematical representation of $f_n(r)$, the simulated one by simulation of a white Gaussian noise.

This result is useful because it enables to apply this function to the signal module where the phase is not modified, but only delayed. This polar structure can be represented as in Fig. 4 (see [14]).

The examination of this function, $g(r)$, is mainly interesting for the CDMA signals.

When a Gaussian PDF signal of the form

$$f_n(r) = Ae^{-r^2/2}$$

(7)

is applied at the input, $g(r)$ given by (5) may be written as

$$g(r) = r + \frac{1}{r}$$

(8)
Fig. 4. Optimized theoretical receiver in polar coordinates.

This result is really significant because \( g(r) \) has a linear form (except near 0), which let suppose that it remains white Gaussian noise unchanged, in its linear zone. Practically, the real calculation is slightly different because the division by 0 is likely to introduce errors. For this reason, a modified version of the \( g(r) \) definition is proposed as

\[
\frac{\partial}{\partial r} \ln \frac{f_n(r)}{ar + \beta}.
\]

(9)

If a translation and a rescale of the magnitude axis \( r \) is considered, using the same example as above (7), the real form of \( g(r) \) is

\[
g(r) = r + \frac{\alpha}{ar + \beta}.
\]

(10)

Hence, we only have to make a good choice of \( \alpha \) and \( \beta \) to make the second term of \( g(r) \) negligible (e.g., \( \alpha = 0.08 \) and \( \beta = 110 \)). Another delicate point of the computation of \( g(r) \) is to have a null or negative argument of the logarithm. To avoid negative values, the magnitude range can be translated toward greater values in order to have only positive values of \( r \), then \( f_n(r)/r \geq 0 \). To avoid null values, it is necessary to add a small positive constant \( k \) to \( f_n(r) \). The resulting \( g(r) \) function becomes

\[
g(r) = \frac{\partial}{\partial r} \ln \left( \frac{f_n(r) + k}{ar + \beta} \right).
\]

(11)

With a Gaussian input signal (7), one finally obtains

\[
g(r) = \frac{r}{1 + ke^{r^2/2}/A} + \frac{\alpha}{ar + \beta}.
\]

(12)

If a small \( k \) is chosen, (12) is similar to (10). The graphical effect of this precaution upon the aspect of \( g(r) \) function can be seen in Fig. 5. The final value of \( k \) is 0.001.

2.2. Theoretical aspects of the FADP techniques

As shown in Fig. 6, the FADP filter theory remains the same as the ADP theory (see Section 2.1) except the fact that it is now applied to the frequency samples instead of being applied to the time domain amplitude. The same notations can be used, and \( r \) becomes the...
Fig. 5. $g(r)$ function appearance when submitted to a white Gaussian noise (different values of $k$ and $A = 1$).

Fig. 6. Global diagram of the FADP filter.

Spectrum amplitude (function of frequency instead of time). $f_n(r)$ becomes the joint PDF of the frequency decomposition of $I$ and $Q$. Several precisions have to be brought because the situation is slightly different in various points.

The ADP filter can be implemented for a real or a complex signal. In the case of a real signal, the situation is simpler because it is sufficient to apply the $g(r)$ function to the real signal. In the case of a complex signal, it is necessary to transform the rectangular to polar coordinates. In the configuration of the FADP filter, the FFT block is a core delivering a two-channels signal so only the second (complex) situation is envisioned.

In a GPS receiver, the useful signal is spread over white Gaussian noise with zero mean value. The noise PDF (real and complex) remains Gaussian-shaped centered on 0 after the FFT block, but its shape is modified when converted to polar coordinates. Consider $I$ and $Q$ the rectangular complex channels and $R$, the complex module, with $R = \sqrt{I^2 + Q^2}$ (see Fig. 6). For a Gaussian noise

$$f_n^I(r) = f_n^Q(r) = \frac{A}{\sqrt{2\pi}} e^{-r^2/2}$$

and the two following statistic properties can be used

$$f_n^{I^2}(r) = f_n^{I^2}(\sqrt{r})/\sqrt{r},$$

$$f_n^{I^2+Q^2}(r) = f_n^{I^2}(r) * f_n^{Q^2}(r),$$

where $*$ represents the convolution product.

According to (14), we have

$$f_n^{I^2}(r) = (A/\sqrt{2\pi r}) \exp(-r/2).$$
Then, using (15),
\[ f_n(I^2+Q^2) = [(A/\sqrt{2\pi r}) \exp(-r/2)] \cdot [(A'/\sqrt{2\pi (u-r)}) \exp(-u/2)]. \]
(17)

If we develop the convolution, the following integral must be evaluated:
\[ f_n(I^2+Q^2)(u) = \int_0^u [(A/\sqrt{2\pi r}) \exp(-r/2)] \cdot [(A'/\sqrt{2\pi (u-r)}) \exp(-u/2)] \, dr. \]
(18)

We made the following variable change
\[ x = r - u/2, \]
(19)
and (18) becomes
\[ f_n(I^2+Q^2)(u) = (AA'/2\pi) \exp(-u/2) \ln(1 + \sqrt{2}) = K \exp(-u/2), \]
(20)
where K is a constant. With the use of (14), we have
\[ f_n\sqrt{(I^2+Q^2)}(r) = Kr \exp(-r^2/2). \]
(21)

Consequently, the development shows that a chi square-shaped PDF is obtained at the output of the FFT instead of a Gaussian distribution. The filter does not remain linear anymore with an input having a chi square-shaped PDF. Using (9) to compute the g(r) function, the following formula is obtained with a chi square-shaped \( f_n(r) \):
\[ g(r) = -\frac{\partial}{\partial r} \left[ -r^2/2 + \ln r + \ln K - \ln(a_0 + \beta) \right] = r - \frac{\beta}{r(a_0 + \beta)}. \]
(22)

The g(r) function in frequency domain diverges around 0. Therefore, it is useful to transform properly the FFT block output signal to obtain the original Gaussian form of \( f_n(r) \). The solution adopted is to simply add a complex constant C to the output of the FFT block, which translates the spectral PDF on the spectral magnitude axis (see Fig. 7).
The consequence to add this complex constant is to translate the calculated module around the $|C|$ value. If $C = 90 + 90i$ is chosen, the convolution calculated in (17) becomes:

$$f_n(t^2+Q^2)(r) = \left[\frac{A}{\sqrt{2\pi r}} \exp\left(-\frac{(r-90)}{2}\right)\right] \ast \left[\frac{A}{\sqrt{2\pi r}} \exp\left(-\frac{(r-90)}{2}\right)\right].$$

(23)

As shown in Fig. 7b, the Gaussian symmetry is kept if we choose a constant sufficiently far from 0.

3. Architecture of the FADP filter inserted in a GPS, GALILEO, or CDMA receiver

The main interest to work in the frequency domain is to obtain a better control upon jammers. In the case of more than two jammers, the ADP filter has difficulties to differ jammers from the Gaussian noise. This results in a more important residual power of the interference transmitted through the filter. In the case of the FADP filter, a spectral processing enables to manage each jammer independently, which is more efficient.

As explained above, the FADP filter is mainly an adaptive ADP filter working in the frequency domain. One of the advantages of digital anti-jamming filters is that they are “plug-in” filters, meaning that they do not require complex operations in order to be inserted in a GPS architecture (see Fig. 8). So first, let us concentrate our attention to the FFT and inverse fast Fourier transform (IFFT) blocks considered before and after the filter and then, we will describe in detail the architecture of the ADP filter, using the theory developed previously. The global structure of the FADP filter is presented in Fig. 8.

3.1. The FFT and IFFT blocks

Before the ADP filter (see Fig. 9), a FFT block is used to compute the input signal spectrum. Then a complex constant $C$ is added to the signal, as explained in Section 2.2 and a rectangular to polar converter block enables to work on the signal module. Afterwards, this constant will be set to $C = 90(1 + j)$, because the input spectral signal is centered in $|90(1 + j)| \approx 127$, instead of being centered in 0. Using a 8-bits analog to digital converter (ADC), 127 is an interesting value because the useful signal can be coded between 0 and 256. The complementary operations are done at the output of the ADP filter in order to recover a rectangular spectral signal and then, a temporal signal (the IFFT block).

The FFT and IFFT blocks are classical ones, using the FFT algorithm, whose main advantage is the ability to compute a Fourier transform with a complexity of $N \log N$ instead...
of $N^2$ for a classical discrete Fourier transform (DFT), where $N$ is the size of the vectors submitted to the FFT and IFFT blocks. For the present application, we have chosen $N = 256$.

### 3.2. Structure of the ADP filter

The ADP filter used in the frequency domain remains close from the temporal ADP filter structure, which is described in [10,11]. This section will bring some additional details concerning the functioning of the filter in the frequency domain.

As shown in Fig. 10, there are four significant steps in the architecture implementation of an ADP filter. In the first step, a histogram $f_n(r)$ of the input signal is computed. Before calculating the $g(r)$ function (using (5)), a filter block is inserted to smooth the real-time histogram; this is the second step of the ADP architecture implementation. It contains a FIR filter (smoothing filter), whose output is determined from the input using the following expression:
Fig. 11. Global testing environment for the FADP filter.

\[ s_{\text{out}}(i) = 0.125s_{\text{in}}(i - 3) + 0.125s_{\text{in}}(i - 2) + 0.125s_{\text{in}}(i - 1) + 0.25s_{\text{in}}(i) \]
\[ + 0.125s_{\text{in}}(i + 1) + 0.125s_{\text{in}}(i + 2) + 0.125s_{\text{in}}(i + 3). \] (24)

As the ADP filter is adaptive, it is able to react immediately to a change of the input signal (e.g., brutal apparition of interference). But a severe change of the \( f_n(r) \) function would entail a brutal change of the \( g(r) \) function and of the output signal. Consequently, the filter also contains a loop to avoid discontinuities in the case of important changes in the input signal. This loop is introduced in the filter block. It is possible to make it more or less stronger, by changing the gain percentage (the \( p \) value in Fig. 10). In order to accelerate the convergence of the loop, it can be initialized with a Gaussian output function at the beginning of the signal acquisition.

A small constant \( k (k = 0.001 \text{ has been chosen here}) \) is added at the output of the \( f_n(r) \) function. This is made just before the calculation of \( g(r) \), which represents the third step of the ADP filter architecture implementation, in order to avoid computation problems (e.g., \( \ln(0) \)), as explained in Section 2.1. Then the \( g(r) \) function is computed and applied to the input signal. The application of the \( g(r) \) function to the signal is the last step of the ADP block implementation. The main difference between the FADP filter and the temporal ADP filter is the following one: it is necessary to take care of the central value of the output signal, which is set to 127 instead of 0. The \( f_n(r) \) and \( g(r) \) functions are also centered around 127 and the image of the \( g(r) \) function must be centered on 127, instead of 0, to create an output of the filter centered in 127. Thus, the \( g(r) \) function must be slightly changed in the simulations, compared to [10,11], in order to shift the output signal.

4. Simulation of the FADP filter in a Simulink environment

In order to evaluate the ADP vs FADP filter performances, we need to build a testing simulator (see Fig. 11). A GPS like signal is applied to an automatic gain control (AGC), who normalizes the power of the signal. Next the signal is applied to the FADP filter for further performance analysis. First, we will deal with the signal source composition. Then, we will develop every means used to make performance measurements.

4.1. Signal generation

The input signal used in the simulator is a GPS C/A (coarse acquisition) code, created with Gold code generators G1 and G2 (see Fig. 12a). This Gold code is a periodic sequence of 1023 chips evolving at a rate of 1.023 Mchips/s. Thus, the period of this pseudo-random noise sequence lasts 1 ms. The GPS satellites can use 37 orthogonal pseudo random sequences and the simulator can select any of them. The phase selector in Fig. 12a will determine which satellite is chosen for the simulation. Figure 12b shows the frequency
Fig. 12. Synthesis of the C/A-code (a) and associated 5 MHz IF spectrum obtained with a sampling rate of 20 Msamples/s (b).

Fig. 13. General structure of the simulator input signal.

spectrum of the Gold code centered at the intermediate frequency (IF) of 5 MHz (power of 0 dB W). Additive white Gaussian noise (AWGN) is added to the GPS signal along with several kinds of jammers. Simple gains (in dB) enable to calibrate the jammers and the useful data JNR and SNR, respectively. Figure 13 shows a schematic view of the entire signal submitted to the simulator.

In order to consider the main jamming scenarios of the GPS signal, three types of jammers have been considered:

- Continuous wave interference (CWI). It is one of the most frequently encountered jamming signals, representing RF spikes, which could appear at any time in the spectrum. The spectral representation of the CWI jammer is presented in Fig. 20a.
- Pulsed wave interference (PWI). It corresponds mainly to signals emitted by RADAR stations. The temporal and spectral representations of a PWI jammer are presented in Figs. 14 and 21a, respectively.
- Chirp interference. It is a sinusoid interference including Doppler shift effect (variation of the frequency in time). The spectrum of such a signal is spread on the frequency range covered by the signal due to the FFT time process. The temporal and spectral representations of a chirp jammer are presented in Figs. 15 and 22a, respectively.
Fig. 14. Temporal representation of a PWI jamming signal with a 50% duty cycle (JNR = 20 dB, noise at 0 dB W).

Fig. 15. Temporal representation of a Chirp jamming signal (frequency between 5 and 7.5 MHz, JNR = 20 dB, noise at 0 dB W).

Several preliminary studies have been carried out upon the global source to verify the impact of jammers on the GPS signal. GPS correlation losses (difference between correlation in absence and presence of a jamming signal) are measured, first in the presence of a notch filter moving in the spectrum and finally in the presence of a CWI jammer. These results are shown in Fig. 16 (sampling frequency of 20 Msamples/s). When a notch filter is centered in the main lobe of the GPS signal centered at 5 MHz, the correlation loss is significant because of the GPS signal structure (see Fig. 16a). This is the main reason why a jammer whose frequency is located in the main lobe of the GPS signal (where 95% of its power can be measured) affects the most GPS reception. Figure 16b emphasizes the link existing between JNR and correlation loss, which shows the impact generated by increasing the amplitude of the jamming signal.

4.2. Description of the analysis tools

To evaluate the FADP filter performances in simulation, the power ratio measurements and the power spectral density (PSD) have been used. The definition of every ratio will be reminded to clarify the following analysis. In the simulator, the input signal can be considered as in (1), with \( w(t) \) not necessarily a white Gaussian noise:

\[
w(t) = n(t) + j(t),
\]
where $n(t)$ is the white Gaussian noise considered above and $j(t)$ is the sum of all jamming signals. Using these notations, two ratios are computed, based on correlation measurements, as shown in [13]:

$$\text{SNR} = \frac{\sigma_s^2}{\sigma_n^2} \quad \text{and} \quad \text{JNR} = \frac{\sigma_j^2}{\sigma_n^2},$$

(26)

The main problem of the correlation peak computation lies in the fact that this measurement needs a lot of signal samples (usually few C/A code periods) to have consistent correlation measurements. A sample rate of 20 Msamples/s was chosen in the simulator. A good measurement would need at least $20 \times 1023 = 20,460$ samples (which is equivalent to 1 ms period of the Gold sequence), resulting in a large processing time. Consequently, it was decided to organize the calculation differently, as shown in Fig. 17. The correlation peak is computed with only 512 samples and a real-time mean block enables to obtain the mean of an important number of peaks (100 or more). Moreover, it is possible to reinitialize the mean block whenever. Thus, when the average is computed with more than 100 correlation peaks, resulting measurement is surely reliable.

If a complex signal $s$ composed of GPS data $gps(t)$ and an important white Gaussian noise $n(t)$ are considered,

$$s(t) = gps(t) + n(t),$$

(27)

the crosscorrelation between $s$ and the GPS signal is written as

$$c_l = \sum_{i=0}^{N-1} s_i gps_{i-l} = \sum_{i=0}^{N-1} (gps_i + n_i)gps_{i-l} \quad \text{with} \quad -N \leq l \leq N,$$

(28)
We can see that the crosscorrelation is finally the sum of the autocorrelation of the GPS signal and the crosscorrelation between the GPS signal and the Gaussian noise. If we consider the correlation peak given by (29), obtained for \( l = 0 \), the first term is the GPS signal power and the second one is mainly zero, because the crosscorrelation between noise and GPS data is a noise floor close to 0. Then the result of the crosscorrelation is close to the GPS signal power.

In the simulator, each signal power can be computed independently because crosscorrelation terms are always negligible: useful data signal is really weak compared to the noise power, so crosscorrelation between useful data and noise can be neglected. For the JNR calculation, the jammer power is supposed to be weak at the output of the FADP filter so the crosscorrelation between jam and noise is negligible too. Consequently, the values obtained are reliable. If we are able to evaluate the GPS signal power and, with the same method, the noise and jammers powers, we are able to compute the output SNR and JNR. These data are obtained by computing the ratio between different correlation peaks, as shown in Fig. 18.

The SNR and JNR measurements give precious information concerning the quality of the output signal. With this information, we can compute processing gain and SNR loss defined as

\[
\text{processing gain} = \frac{\text{JNR}_{\text{in}}}{\text{JNR}_{\text{out}}} - \frac{\text{JNR}_{\text{out}}}{\text{JNR}_{\text{in}}},
\]

\[
\text{SNR loss} = \frac{\text{SNR}_{\text{out}}}{\text{SNR}_{\text{in}}} - \frac{\text{SNR}_{\text{in}}}{\text{SNR}_{\text{out}}},
\]

The processing gain characterizes the ability to eradicate jammers and the correlation loss represents the ability to keep original useful signal unchanged.

In parallel, the power spectral density (PSD) is a discrete function of the frequency, as shown below:

\[
P(mv_0) = \left[ \frac{1}{NT_s} \left| \sum_{i=0}^{N-1} x(iT_s) \exp(-2j\pi im/N) \right|^2 \right],
\]

where \( T_s \) is the sampling period, \( N \) is the number of signal samples and \( mv_0 \) is the frequency, which is a multiple of a basis frequency \( v_0 \). In Fig. 19 are presented the graphical representations of the noise and useful signal PSD (power of 30 dB m). The PSD is com-
Fig. 19. PSD of (a) 0 dB W Gaussian noise and (b) useful data (SNR = −10 dB).

computed using a 20 MHz sampling frequency, and useful data are modulated around the intermediate frequency of 5 MHz.

5. Performances and analysis obtained with the Simulink simulator

Complete results about the ADP are presented in [10,11]. In all the simulations, the input SNR minimal value is set to −23 dB or below. The jammers are located in the spectral range of the useful data [1–10 MHz] with a JNR between 10 and 30 dB.

Measurements are made upon different scenarios to prove the ability of the FADP filter to respond properly in any case. Figures 20–22 show graphically the PSD (32) at the input and output of the FADP filter for one jammer (the CWI, PWI, and chirp, respectively). The following parameters have been considered: sampling frequency of 20 MHz, IF of 5 MHz, noise at 30 dB m, SNR of −10 dB. Figure 23 shows the same results with 15 jammers (the same parameters have been considered as in the previous case). These results prove that FADP efficiency remains the same whatever the number of jamming signals present in the spectrum is. In all the cases, the jammers are completely removed. The output noise power is not exactly the same as the input one because the signal passes through several AGC blocks, which can add a gain to the global signal. The main advantage of the FADP filter is to behave identically with one or many of them.

Table 1 is a numerical and complete summary of what could be observed in the figures above. Ten scenarios with 1 up to 15 jammers are presented. The FADP results are compared with the best ADP results obtained in Simulink in the same conditions. Measurements of SNR and JNR are made at the input and output of the FADP filter (26). The processing gain (30) and the SNR loss (31) are specified in each situation.

Before analyzing the results, it is important to precise that power measurement in a complex signal is hard to realize precisely. Then, every SNR or JNR measurement is given with a ±1 dB range of uncertainty, particularly when JNR is close to 0. To make a comparison, ADP measurements are made in scenarios 1–6. For these tests, FADP performances are even better than ADP performances for CWI (tests 1 and 2) and slightly better for other jammers (tests 3–5). ADP performances decrease sensitively when 4 CWI are submitted at the input, whereas FADP behavior remains effective (test 6). SNR losses are a little bit
Fig. 20. Input and output PSD with a CWI jammer (frequency of the jammer $f_j = 5$ MHz, with $\text{JNR} = 20$ dB).

Fig. 21. Input and output PSD with a PWI jammer (frequency of the jammer $f_j = 5$ MHz, with $\text{JNR} = 20$ dB).

Fig. 22. Input and output PSD with a chirp jamming signal (frequencies of the jammer $f_j = 5\text{–}7.5$ MHz, with $\text{JNR} = 20$ dB).

more important in the case of jammers centered in the main lobe (tests 1 and 3). But with any kind of jammers, the output JNR is small enough for tests 1–6.

Tests 7–10 were not effective with the ADP filter (“—” in the table means that the techniques used to measure ADP output SNR and JNR do not enable to obtain consistent
Fig. 23. Input and output PSD with 15 CWI centered in the main lobe of GPS signal (4.3 MHz $\leq f_j \leq 5.7$ MHz, with a global JNR = 27 dB).

Table 1

<table>
<thead>
<tr>
<th>Sort of interference</th>
<th>Inputs</th>
<th>ADP outputs</th>
<th>FADP outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SNR\textsubscript{in} (dB)</td>
<td>JNR\textsubscript{in} (dB)</td>
<td>SNR\textsubscript{out} (dB)</td>
</tr>
<tr>
<td>1 CWI (4.7 MHz)</td>
<td>$-23$</td>
<td>$20$</td>
<td>$-27.0$</td>
</tr>
<tr>
<td>1 CWI (2.1 MHz)</td>
<td>$-23$</td>
<td>$20$</td>
<td>$-23.4$</td>
</tr>
<tr>
<td>1 PWI (4.9 MHz)</td>
<td>$-23$</td>
<td>$20$</td>
<td>$-23.8$</td>
</tr>
<tr>
<td>1 PWI (2.1 MHz)</td>
<td>$-23$</td>
<td>$20$</td>
<td>$-23.0$</td>
</tr>
<tr>
<td>1 chirp</td>
<td>$-23$</td>
<td>$20$</td>
<td>$-23.6$</td>
</tr>
<tr>
<td>(5000 points 2–6 MHz)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 CWI</td>
<td>$-23$</td>
<td>$20$</td>
<td>$-25.3$</td>
</tr>
<tr>
<td>2 CWI, 1 chirp, and 1 PWI</td>
<td>$-23$</td>
<td>$20$</td>
<td>$-25$</td>
</tr>
<tr>
<td>5 CWI and 5 PWI</td>
<td>$-10$</td>
<td>$24$</td>
<td>$-17.5$</td>
</tr>
<tr>
<td>10 CWI</td>
<td>$-10$</td>
<td>$25$</td>
<td>$-17.2$</td>
</tr>
<tr>
<td>15 CWI</td>
<td>$-10$</td>
<td>$27$</td>
<td>$-19.4$</td>
</tr>
</tbody>
</table>

results) but FADP filter could still achieve good performances. The output JNR is more important but the input JNR increases too. An increase of SNR loss is due to the important number of jammers, as most of them are located in the main lobe of the useful data signal (between 4 and 6 MHz). This is the reason why the output useful data signal is affected. Some tests have been already realized with the FADP filter inserted in a global GPS receiver simulator. In the presence of the filter, the input JNR can be increased of 20 dB W. Other anti-jamming techniques of post-correlation, like spectral dispreading enable to manage a JNR of 10 dB at the output of the FADP filter.

Eventually, correlation loss has been measured in the absence of the jammer. A normalized input signal including a Gaussian noise (power of 30 dB m) and useful data drowned in the noise (SNR between $-10$ and $-23$ dB) is submitted at the input of the FADP filter. The FADP output is also normalized. Values of useful data and signal crosscorrelation peaks are measured before and after the filter. Correlation losses obtained are located between 0 and $-0.4$ dB, as a function of the input SNR. This proves that the FADP filter lets the useful data signal intact when it passes through the filter.
6. Conclusions

One of the main concerns with the use of the GPS and other positioning systems is the ability to operate in all conditions and to maintain integrity in hostile environment. In this paper, we have shown that the FADP filtering could open new horizons in digital anti-jamming techniques. Digital processing in the FADP filter is pretty close to the ADP filter; no important changes being necessary except the addition of the FFT and IFFT blocksets. Then, measurement techniques have been the object of great thinking to be able to work as precise as possible in real conditions. In the presence of one or two jammers, the performances of the FADP filter are equivalent to those of the ADP filter. In the presence of more jammers, the FADP filter has shown to be more effective than the ADP one. Spectral processing enables to eradicate precisely all sorts of jammers, like PWI, CWI and chirp, whose frequencies are located in the main lobe of a GPS Gold sequence. JNR is reduced from at least 12 up to 20 dB when passing through the filter. Correlation loss, measured in absence of jammers, is under 0.5 dB in any case.

Further investigations will be done with the FADP filter inserted in an entire GPS/GALILEO receiver Simulink model, in order to study its impact on the performances of the receiver. The simulation that we have evoked here with Simulink has been developed in order to be easily translated and implemented in a FPGA component. Real-time proof of concept demonstrator has been designed to be inserted in real GPS receiver in order to measure real performance of such a filter. Moreover, the great advantage of the FADP filter is its easy “plug-in” ability, enabling to insert it in any kind of CDMA receivers.
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